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MODELING GENETIC ALGORITHMS FROM A LINEAR
OPERATOR POINT OF VIEW. A SURVEY OF RECENT

ADVANCES AND FUTURE PERSPECTIVES

LOTHAR M., SCHMITT

Abstract. We present an overview over recent advances in stochastic mod-

eling of genetic algorithms. In addition, we discuss possible future research

activities in this field.

1. Introductory overview

What is a genetic algorithm? Genetic algorithms are a simulation method
that borrows its fundamental ideas from principles which allegedly govern evolu-
tion in nature. An early reference to the idea of biology-inspired computing and
optimization is, e.g., [3]. A genetic algorithm usually comprises three operators:
mating (crossover), mutation, and selection. These operators act on finite popu-
lations consisting of creatures (candidate solutions) taken from a set C. Crossover
models the exchange and recombination of genetic information of creatures and
is inspired by exchange and recombination of genetic information in living organ-
isms, e.g., during the process of sexual reproduction. Mutation models random
change in the genetic information of creatures and is inspired by random change
of genetic information in living organisms, e.g., through the effects of radiation or
chemical mismatch. Fitness selection models reproductive success of adapted or-
ganisms in their environment and, in computer implementations, usually includes
a random rearrangement of the creatures/individuals in a population. After initial-
izing a population, a genetic algorithm iterates crossover, mutation, and selection
in accordance with the following table until a termination condition is satisfied:

Step 0 Initialize population p = (c1, . . . , cs) with c1, . . . , cs ∈ C.
Step 1 Apply crossover to pairs (c2σ−1, c2σ) of creatures in p, 1≤σ≤s/2.
Step 2 Apply mutation to the genetic information in p.
Step 3 Apply the selection mechanism to the family of creatures in p.
Step 4 If termination condition is satisfied, then stop,

else continue at step 1.

Typical termination conditions are: ‘the best creature seen so far does not change
for a long period of time’, ‘the best creature seen so far meets a certain standard’,
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‘an analysis has determined that after a certain number of cycles the probability
to have seen the best creature is sufficiently close to 1’ (cf. [2], [12, proof of Thm.
V.4.3 (p. 160)], [26, proof of Thm. 3.3.2]) or simply ‘end of allocated computation
time’.

There are several principle attitudes to look at genetic algorithms: some re-
searchers see them primarily as a means to model and study evolutionary princi-
ples in nature, others such as this author see them primarily as a computational
optimization method which is biology-inspired.

From now on, we shall limit the discussion to the second point of view, i.e.,
genetic algorithms whose goal is to find globally optimal creatures in C in regard
to a fitness function f : C → R.

The tensor-string model for populations. As a first step in developing a
mathematical description for the behavior of genetic algorithms, many researchers
have studied the asymptotics of these algorithms using a Markov chain model as
primary tool. A quite extensive listing of related references in this regard can
be found in [24, 25, 26]. This approach follows, in principle, the historic route
for handling the simulated annealing algorithm [1] where substantial results on
asymptotics were obtained first (e.g., [11]) and subsequently finite-length algorithms
were mastered (cf. [4, 5, 6, 7]).

Before one can set up a Markov chain model, one has to define the underlying
state space, i.e., one has to specify a model for populations. There are, essentially,
two models for populations in use: the multi-set model and the tensor-string model.

The multi-set model describes a population p with s creatures as a family of
pairs (c, #(c, p)) where c ∈ C and #(c, p) ∈ N ∩ [1, s] denotes the number of copies
of c in p. This description of populations was initiated in research in [8, 9, 16, 30]
and has been used in many subsequent studies. See also [31].

An alternate model to describes a population is the tensor-string model initiated
independently in [18, 21]. Here, the population is simply an ordered tuple (list) of
creatures which themselves are words (list of genes) over the underlying alphabet
in accordance with usual representation of populations in computer memory. One
advantage of this approach is the possibility to introduce spatial structure into the
model by considering local-dependent genetic operators. Another advantage is that
the genetic operators mutation and crossover on populations can be described by
suitable tensor-products of simpler basic components (see, e.g., [24, Prop. 3.6.2],
[29, Sec. 2.1, formula (4)] in regard to mutation, and [21, p. 114, line 5], [25, Sec.
2.4–5] in regard to crossover ). A third advantage of the tensor-string model is
that it can easily be extended to populations containing several types of creatures
(species) in a coevolutionary setting that allows optimization via “arms-races” of
species. See [27, 28, 29].

The multi-set model in the single-species setting can be recovered from the
tensor-string model via projection into the quotient space over the kernel of per-
mutations on these populations. This is outlined in [24, Sec. 2.9].
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After a model for populations is fixed, the vector space V℘ underlying the model
becomes the free vector space over the set of populations1 ℘ containing the simplex
S℘ of probability distributions over populations. S℘ is the relevant state space
for investigating genetic algorithms where the stochastic matrices representing the
genetic operators act.

Spectral and geometric properties of mixing. The tensor-string model
allows to investigate spectral and geometric/contraction properties of the stoch- as-
tic matrix Mµo,µ ·Cχ associated with the crossover-mutation operator in a genetic
algorithm with general-size alphabet in a natural fashion. In regular circumstance,
the stochastic matrices Mµo,µ and Cχ associated with mutation and crossover are
self-adjoint and commute (cf. [24, Secs. 3.2–3, 5]). Thus, their combined spec-
trum can be computed from the individual spectra. By representing mutation and
crossover on populations through suitable tensor-products of simpler basic compo-
nents, the individual spectra of crossover and mutation can be explicitly computed
for a variety of settings (see additional comments below). Such findings extend
and contribute to understanding results in [14]. By computing spectral estimates
and analyzing invariant subspaces for crossover and mutation, one can show how
the crossover operator enhances the averaging procedure of the mutation operator
in the mixing phase (random generator phase, i.e., steps 1–2 in the table shown
above) of the genetic algorithm. See [21, Prop. 10] and [24, Thm. 6.1] for results in
this regard.

We note that the Vose-Liepins version of crossover-mutation as advocated in
[31, Sec. 5.4: p. 44] is also explicitly integrated in our approach using the tensor-
string model (cf. [26, Sec. 3.5]). By mapping the tensor-string model to the multi-
set model through the projection procedure mentioned above, we can compute
corresponding spectral estimates for crossover-mutation in the multi-set model as,
e.g., [24, Thm. 6.2] and thus can rigorously extend [14].

Let us further note at this point that under exceptional circumstances a properly
chosen crossover operator may yield dramatic improvement of a genetic algorithm.
One example of such a situation is analyzed in [13].

The analysis of invariant subspaces for crossover (see, e.g., [21, Prop. 7.5]) also
shows that crossover alone is not a suitable mixing operator in regard to optimiza-
tion in contrast to popular belief and some results in the literature [17] even if
one starts the algorithm from a “genetically rich” population. Genetic algorithms
without mutation do not yield ergodic procedures (Markov chains). This should be
apparent by considering an initial uniform population filled with copies of a single
suboptimal solution which can never be changed neither by common crossover op-
erators nor by one of the commonly used selection operators. Genetic algorithms
without mutation rather show a possibly misleading convergence effect called ge-
netic drift. A model for genetic drift is discussed in detail in [22, Sec. 6] based upon
the analysis of contraction properties of the selection operator towards uniform
populations.

1We shall identify populations p ∈ ℘ and base-vectors in what follows.
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The necessity of annealing. A genetic algorithm is called simple, if all
operators in steps 1–3 of the table shown above stay constant over the course
of the algorithm. Let G be the stochastic matrix associated with a simple genetic
algorithm. Study of the simple genetic algorithm with regular operators shows that
a finite number of iterates yields a associated stochastic matrix Gt, t ∈ N, which
is fully positive. Consequently, the associated invariant probability distribution
v = Gv ∈ S℘ (cf. [26, Prop. 1.3.2] or [19, Ch. 1]) is fully positive and the algorithm
does not asymptotically converge to optima. See [24, Thms. 8.1–2].

The preceding simple observation makes it necessary to vary at least some of
the genetic operators over time in order to obtain an algorithm that converges
asymptotically towards global maxima. The main result of [8] shows that anneal-
ing the mutation rate to 0 alone and consequently having the mutation operator
approaching the identity operator 1 does not yields success. Thms. 8.2–3 of [24]
show that increasing the selection pressure alone does also fail to achieve the goal
of asymptotic global optimization. Varying the crossover operator alone is also of
limited interest since it does not completely control mixing nor does it control the
selection pressure towards optimal solutions in any way. Consequently, one has to

(Condition M) anneal the mutation rate to 0 in order to avoid asymptotically a
positive probability for suboptimal solutions,

(Condition S) increasing the selection pressure in an unbounded fashion (see
details below) in order to stir the algorithm towards a limit probability distribution
which is positive only over populations containing optimal creatures, and

(Condition C) (possibly) anneal the crossover rate to 0 such that the crossover
operator approaches asymptotically the identity operator 1 as well.

In what follows, we shall be dealing with satisfying the above conditions (M),
(S) and (C) in order to obtain a scaled genetic algorithm that asymptoticly con-
verges to global optima. We note that [24, Thm. 8.6] shows that under quite
reasonable but not absolutely general circumstances condition (C) need not be
satisfied. Mathematically, the above conditions means dealing with an inhomoge-
neous Markov chain in order to describes the probabilistic behavior of the scaled
genetic algorithm both step-by-step and asymptotically.

2. Some Notation

The underlying alphabet and definition of creatures. Extending the
discussion of binary genetic algorithms (but also including it), the alphabet A =
{a(0) . . . a(α−1)} of size α, 2 ≤ α ∈ N, is primarily interpreted here as a set of
equidistant real numbers. This is inspired by optimization of real-valued functions
in compact domains of R`, ` ∈ N (see, e.g., [20, 23]), i.e., creatures are defined
as words of length ` over A. Thus, C = A`. For certain definitions such as the
definition of the spot mutation matrix m(µo) given below, we shall assume for
reason of mathematical convenience that the alphabet is cyclic, i.e., isomorphic
to Zα and assume that optima of the fitness function are located away from the
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boundaries of the “cube” described by C = A`, i.e., away from points containing
a(0) and a(α−1) as coordinates. Let V1 denote the free vector space over A.

Populations. The set of populations ℘ is now simply defined as ℘ = Cs = AL,
4 ≤ s ∈ 2N, L = ` · s. Let V℘ denote the free vector space over ℘.

Let U ⊂ V℘ be the free vector space over all populations which are uniform, i.e.,
which consist of s copies of a single creature. Consequently, ℘∩U shall denote the
set of uniform populations (identifying populations and base-vectors). In addition,
PU shall denote the orthogonal projection onto U .

3. Scaling the genetic operators and convergence

The spot mutation matrix m(µo) and neighborhood-based search.
Let µo ∈ [0, 1]. In order to let mutation perform a scalable compromise between
pure random search (µo=1) and neighborhood-based change (µo=0) on the alphabet
level, one defines the stochastic spot mutation matrix m(µo) as follows: for 0 ≤ ι 6=
ι′ ≤ α−1 let

<a(ι′),m(µo)a(ι)> = (1− µo)/(2n) + µo/(α− 1), if d(a(ι′), a(ι)) ≤ n. (1)

<a(ι′),m(µo)a(ι)> = µo/(α− 1), if d(a(ι′), a(ι)) > n. (2)

Here d is the cyclic distance on Zα and n ∈ N is fixed describing the size of
a “preferred” small neighborhood of a letter a(ι). In case µo=0, change is only
possible with equal probability 1/(2n) to one of the neighbors of a(ι). In case
µo=1, change is possible with equal probability 1/(α−1) to any element of A.

Multiple-spot mutation Mµo,µ and weak ergodicity. Multiple-spot mu-
tation applies the probabilistic change determined by the spot mutation matrix
m(µo) sequentially with probability and mutation-rate µ∈(0, 1/2) to every letter
a(ιλ̂), 1≤λ̂≤L, in the combined word of length L over A representing the current
population. For a more formal definition see [24, Sec. 3.3] or [26, Sec. 2.1.1]. The
associated symmetric stochastic matrix Mµo,µ is then fully positive, invertible and
satisfies:

Mµo,µ =
⊗L

λ̂=1((1− µ)1 + µ m(µo)). (3)

In particular, there exist Ko ∈ R+
∗ such that

Koµ
LµL

o ≤ <q,Mµo,µp> for every p, q ∈ ℘. (4)

In order to make the inhomogeneous Markov chain representing the scaled genetic
algorithm weakly ergodic2, one then schedules the mutation-rate µ and the balance
µo between local and random search on the alphabet level in accordance with the
following two possibilities:

κo = 1, µo ∈ (0, 1] is fixed, µ(t) = (t + 1)−1/L/2. (5)

2See [12, pp. 142–151, p. 151: Thm. V.3.2] for treatment of this well-known topic in full

generality. Alternatively, [26, Prop. 1.3.1, Sec. 3.2] treats weak ergodicity with simpler means

particularly tailored towards the situation of the inhomogeneous Markov chain considered in this

exposition.
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κo ∈ (1,∞) is fixed, µo(t) = µ(t)κo−1, µ(t) = (t + 1)−1/(κoL)/2. (6)

For a proof of the fact that these annealing schedules yield a weakly ergodic inho-
mogeneous Markov chain that describes the resulting scaled genetic algorithm use
line (4) and [24, Thm. 4.2].

Crossover. In order to limit this presentation, let us only discuss the case of
single-cutpoint regular crossover Cχ. See [21, Sec. 2.2] [24, Sec. 5] [26, Sec. 2.2] [25,
Sec. 2.3–5] for further details and generalizations.

In order to execute single-cutpoint regular crossover Cχ, the current population
p = (c1, . . . , cs), c1, . . . , cs ∈ C, is divided into pairs (c2σ−1, c2σ), 1≤σ≤s/2. To each
of the s/2 pairs, the single-cutpoint operation C̄ is then applied with probability
and crossover-rate χ ∈ [0, 1].

The single-cutpoint operation C̄ randomly selects a cutpoint λ∈[1, `−1] and then
exchanges the genes/letters of c2σ−1 and c2σ in the first λ components. Thus, λ=1
corresponds to exchanging only the first letter of c2σ−1 and c2σ, while λ=`−1
corresponds to exchange of all but the last letter. We have

C̄ = (`− 1)−1
∑`−1

λ=1 C(λ) (7)

where C(λ) is a unitary stochastic matrix acting on V℘|s=2 that corresponds to
switching letters in the first λ components within pairs of creatures. With this
description of C̄, we have

Cχ =
⊗s/2

σ=1((1− χ)1 + χ C̄) (8)

Estimating the spectrum of C̄ using line (7), and then using line (8), one obtains
that the second largest eigenvalue of Cχ is given by 1 − 2χ/(` − 1) for sufficiently
small χ. This fact can be combined with the spectral analysis of mutation via
line (3) to obtain spectral estimates for the second largest eigenvalue of crossover-
mutation. Consult [24, Thm. 6.2] in this regard.

Except for the very next section of this presentation, we shall suppose that the
crossover rate χ satisfies

χ(t) = µ(t)1/m, m ∈ N fixed. (9)

The mutation flow inequality. The mutation flow inequality listed in line
(12) is a simple but important insight that together with a contraction property
of fitness selection towards uniform populations listed below assures asymptotic
convergence of the scaled genetic algorithm considered here to a probability dis-
tribution v∞ that is strictly positive only over ℘ ∩ U . In fact using the notation
established thus far, we have (cf. [26, Prop. 3.1.1], [25, Prop. 2.2.3, partial proof]):

βµ = β(Mµo,µ) = min{||PUMµo,µp||1 : p ∈ ℘ ∩ U} ∈ (0, 1), (10)

limµ→0 βµ = 1, and (11)

||(1− PU )Mµo,µCχv||1 ≤ 1− βµ + βµ||(1− PU )v||1, ∀v ∈ S℘. (12)
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The constant βµ in line (10) has been explicitly computed for some cases in [21,
Prop. 4.4], [24, Prop. 3.7.4], [25, Prop. 2.2.3], and the statement in line (12) can
be somewhat strengthened. The mutation flow inequality shows how the mutation
operation controls the balance between uniform and non-uniform populations in a
genetic algorithm.

Proportional fitness selection. Fitness selection models reproductive suc-
cess of adapted organisms in their environment and, usually, includes a random
rearrangement of the creatures/individuals in a population. In this exposition, we
shall restrict the discussion to scaled proportional fitness selection based upon a
given fitness function f : C → R+

∗ (consult, e.g., [10, p. 16], [21, Sec. 2.3], or [24,
Sec. 7.1]) which is used in standard applications of genetic algorithms to select the
creatures in the future population from the creatures in the present population af-
ter the crossover-mutation operation. The presentation given here generalizes to a
population-dependent fitness function such as rank based upon an f : C → R+

∗ as
above (cf. [25]). Consult [24, Sec. 7.3] for a suitable definition of rank.

We note that a typical population-dependent fitness function arises, if one con-
siders coevolutionary optimization among creatures from a single “species”. For
example, game-playing strategies that represent creatures in a population are eval-
uated by playing each other. Thus, the convergence results mentioned below solve
the coevolutionary optimization problem for one species. See [27, 28, 29] for gener-
alizations of these results to a multi-species setting.

Let Cmax ⊂ C be the set of creatures where f assumes maximal value. The
optimization algorithm is supposed to find elements in Cmax. Let

ρ2(f) = min{f(c)/f(d) : c ∈ Cmax, d ∈ C \ Cmax 6= ∅} > 1. (13)

ρ2(f) measures the “strength” of second-to-best creatures d.
Next, we define power-law scaling of the fitness function in accordance with, e.g.,

[10, p. 124], [21, Sec. 2.3], [24, Sec. 7.1]. Let κo as in lines (5–6), m as in line (9),
and B ∈ R+

∗ such that

κo` < κoLB log(ρ2(f)) + 1/m. (14)

Now, we set for c ∈ C and t ∈ N:

ft(c) = (f(c))g(t), g(t) = B · log(t + 1). (15)

In this exposition, we shall only consider logarithmic scalings g(t) as listed above
which are unbounded. It has been shown in [24, Thm. 8.5] with a remarkably
simple “linear operator type” argument, that faster scalings with, e.g., linear growth
g(t) = at+ b in the exponent are of limited value, in particular, in regard to the use
of a crossover operation. In fact, such algorithms are asymptotically equivalent to
a “take-the-best” algorithm [24, Def. 8.4] where one cycle of the algorithm consists
of the mutation-step and picking maximal creatures in the current population.

In cycle t∈N of the algorithm, scaled proportional fitness selection St selects
creatures c in the current population p with a probability that is proportional to
ft(c) and the number of occurrence #(c, p) of c in p for the subsequent population
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q (which is then subject to the next cycle of the algorithm corresponding to t+1).
Consult, e.g., [24, Sec. 7.1], [26, Sec. 2.3] for more detail. Let St also denote the
stochastic matrix associated with scaled proportional fitness selection. St acts on
V℘ and describes transition probabilities for entire populations. The following facts
describe basic properties of St. For p = (c1, c2, . . . , cs), q = (d1, d2, . . . , ds) ∈ ℘,
cσ, dσ ∈ C, 1 ≤ σ ≤ s, one has:

<q, Stp> = (
∑s

σ=1 ft(cσ))−s ·∏s
σ=1 #(dσ, p) ft(dσ). (16)

If p ∈ ℘ ∩ U , then Stp = p. (17)

||PUStp||1 ≥ 1− θ, with θ = 1− s−s. (18)

If v ∈ S℘, then ||(1− PU )Stv||1 ≤ θ · ||(1− PU )v||1. (19)

Strong ergodicity and convergence to uniform populations. Let (Gt)t∈N

denote the inhomogeneous Markov chain that describes the probabilistic behavior
of the scaled genetic algorithm considered here:

Gt = StMµo(t),µ(t)Cχ(t). (20)

Strong ergodicity as discussed in [12, p. 157: Sec. V.4] follows now from the func-
tional form of the stochastic matrices involved in the model here and weak ergodicity
discussed above. In fact, one verifies the conditions of [12, p. 160: Thm. V.4.3] or
[26, Thm. 3.3.2]. This verification uses the techniques in [24, Thm. 8.6.1, proof, pp.
53–54] to show:

∑∞
t=1 ||vt+1 − vt||1 < ∞ where vt = Gtvt ∈ S℘, cf. [19, p. 7: Prop. 2.3]. (21)

vt is uniquely determined for µ < 1/2 using [25, Lemma 1.3.2.2] or [26, 1.3.2].
Convergence to uniform populations is shown by a remarkably simple “geometric

series” type argument (cf. [24, Thm. 8.2.3, proof], [26, Thm. 3.1.2]) that combines
the mutation flow inequality given in line (12) and the contraction property of the
selection operator given in line (19).

Convergence to optima. In order to be able to show convergence to optima,
one needs to add one additional ingredient to the conditions already established in
lines (5), (6), (9) and (14). In fact, one needs

2mκo` < s. (22)

This inequality shows that for large population size s one is allowed a large m and
consequently (cf. line (9)) a more relaxed annealing schedule for crossover. Thus,
crossover (which is related to the algorithm-design since it exchanges structural
elements of creatures) is allowed to perform its enhancement of mutation during
the mixing phase of the genetic algorithm in more significant way.

Convergence towards optima is shown by establishing a “steady-state flow in-
equality” similar to [24, p. 54: line (43)] and [26, proof of Thm. 3.4.1, line (26)]. In
fact, one analyzes the probabilistic flow between ||PΩvt||1 and ||(1−PΩ)vt||1 under
a single application of Gt to vt, where as above vt = Gtvt, and PΩ is the projection
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onto the space generated by populations containing only optimal creatures. This
yields an inequality implying ||PΩvt||1 → 1 as t →∞.

4. Challenges for further research

In order to keep the size of this exposition limited, we can only roughly sketch
some ideas for subsequent research activities that continue the line of activities
presented thus far. A detailed exposition of open research challenges is presented
in [26, Chp. 4].

Non-fully-positive mutation. In the opinion of this author, the most impor-
tant challenge at this point in theory of genetic algorithms is to find a mathematical
approach to the situation where the mutation operator does not yield a fully pos-
itive matrix. Providing a framework that would establish convergence results for
scaled genetic algorithms with non-fully-positive mutation similar to the results
presented here, would —in the opinion of this author— constitute a major mathe-
matical achievement as well as a significant contribution to the field of probabilistic
algorithms. Techniques involving modeling via linear operators and Banach spaces
(`1.2) similar to some applications in treating simulated annealing [4, 5, 6, 7] may
be of value.

Finite length analysis and noise. After asymptotics for scaled genetic algo-
rithms with non-fully-positive mutation is established satisfactory (presumed eas-
ier), one should pursue transition of analysis to finite length algorithms (presumed
more difficult) following the historic route for handling the simulated annealing al-
gorithm [1] where substantial results on asymptotics were obtained first (e.g., [11])
and subsequently finite-length algorithms were mastered (cf. [4, 5, 6, 7]).

Another interesting point to treat is adding sampling noise following [15]. This is
motivated by the fact, that fitness evaluation of creature may be done by executing
a simulation with random elements that add “noise” to the fitness value.

Modeling programming. In models for genetic programming, the length of
creatures (i.e., programs) is usually not bounded even though realisticly, all pro-
grams are of finite length with global upper bound. Thus, the space of possible
populations becomes infinite in an idealized setting. It is an interesting mathemat-
ical challenge with significant relations to important application aspects to adapt
the framework presented above to the general setting for genetic programming.

Going even further, it is, in the opinion of this author, a quite interesting and
rewarding challenge to develop a comprehensive operator framework for theoretical
treatment of “computability, algorithms and data-structures.” Such research should
open a larger field of applications to operator theory and yield new insights into
problem instances of practical value.
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